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Part I (8 points)

For each of the following statements check if it is ‘true’ or ‘false’, note your answer, and explain
it by one sentence or a counterexample.

You get one point for each statement where your answer and explanation is correct. If either an
answer is not correct or no correct explanation is given, you get zero points for the corresponding
statement.

a) The initial value problem

x′(t) = sin2(x(t)) ∀t ∈ (0, T ], x(0) = x0

has a unique solution for all T > 0 and all initial values x0 ∈ R.

b) The discrete flow operator Ψτ of a Gauß-method is non-expansive for all autonomous
ODEs with dissipative right hand side and τ > 0.

c) Gauß-methods are A-stable.

d) An A-stable Runge–Kutta method can be applied to any linear, autonomous ODE x′ = Ax
without any time step restriction.

e) The linear iterative method xk+1 = xk + B−1(b − Axk) for symmetric positive definite
matrices A,B ∈ Rn×n converges to the solution x∗ of Ax∗ = b if

〈Ax, x〉 ≤ 〈Bx, x〉 ∀x ∈ Rn.

f) Consider a linear system Ax = b with symmetric, positive definite A ∈ Rn×n, b ∈ Rn, and
J(y) = 1

2〈Ay, y〉−〈b, y〉. For any x0 ∈ Rn, the iterates x0, x1, x2, . . . provided by a parallel
directional correction method, applied to this system, satisfy J(x0) ≥ J(x1) ≥ J(x2) ≥
· · · ≥ J(x).

g) If the GMRes method is applied to a linear system Ax∗ = b with a symmetric positive
definite matrix A, then it is equivalent to the CG method applied to this system.

h) The phase flow Φt : R2 → R2 of a Hamiltonian system has the property det(DΦt) = 0.

Please turn over
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Part II (16 points)

Complete all of the following exercises!

Problem 1 (2+2+2+2 points)
a) Check whether x∗ = 0 is a stable or asymptotically stable fixed point of the following

ODE and justify your results:

x′ =

(
−x1 + x2 + x1x2

x21x
2
2 − x2

)
.

b) Check whether x∗ = 0 is a stable or asymptotically stable fixed point of the following
ODE and justify your results:

x′ =

(
−1 1
1 −1

)
x. (1)

c) Compute the stability function of the Heun-method, i.e., the Runge–Kutta method given
by the Butcher scheme

0 0
2
3 0
1
4

3
4

.

d) Which time step restriction guarantees that the Heun-method inherits the stability pro-
perties of the ODE (1)?

Problem 2 (1+2+1 points)
For the linear system Ax = b with symmetric and positive definite matrix A ∈ Rn×n and
b ∈ Rn let A = D + L + R be the splitting of A into diagonal, left, and right part and
B = (D + L)D−1(D +R).

a) Show that B = A+ LD−1R.

b) Show that λmax(B−1A) ≤ 1. (Hint: Use a))

c) Show that the iterative method xk+1 = xk +B−1(b−Axk) converges. (Hint: Use b))

Problem 3 (2+2 points)
Consider the conservation law

x′′ = −x (2)

with x ∈ C2([0,∞),Rd).

a) Rewrite (2) as a Hamiltonian system with Hamiltonian H(p, q).

b) Show that H(p, q) is conserved throughout the evolution, i.e., H(x′(t), x(t)) is constant in
t for any solution x of (2).

End of the exam
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